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Abstract

In this paper, we present a new approach to enhance
the performance of bayesian classifiers. Our method
relies on the combination of two ideas: pairwise clas-
sification on one hand, and threshold optimization on
the other hand. By introducing one threshold per pair
of classes, we increase the expressivity of the model,
therefore we also increase its performance on complex
problems such as cost-sensitive problems. We com-
pare our algorithm to other cost-sensitive approaches
to show that it reduces the global cost.
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